
DBLM: Spatiotemporal Resource Management via Deep Black-Litterman Model

Motivation

Challenges

 C1. Spatio-Temporal Dynamics. Supplier capacity exhibits 
inherent spatio-temporal dynamics crucial for future 
allocation.

 C2. Lack of Supervisory Signals. Training DL models 
require robust supervisory signals to navigate gradient 
towards the optimal direction to objection while in this 
filed there is no proper supervisory signal before.

 C3. Data Unreliability. Data unreliability is a common 
issue in supply chain datasets, leading to biases in DL 
models, especially towards untradedor new suppliers with 
unassessed capabilities

u Time Series Supplier Allocation, which optimizes 
temporal supplier-order matching to maximize 
resource efficiency, remains a critical challenge due 
to its NP-hard complexity.

u The Black-Litterman model's perspective matrices, while 
enhancing portfolio optimization through expert 
predictions, face uncertainty in manually capturing 
complex supplier-enterprise dynamics.

u Deep learning(DL) frameworks can be utilized to 
capture non-linear correlations between suppliers and 
enterprises.

However, applying deep learning frameworks to BL 
models still faces the following challenges:

Dataset
 The MCM dataset comprises supply and order data from 401

suppliers over 240 weeks,
 The SZ dataset includes data from 218 suppliers across 2 

years (731 days).
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Construct quantitative supply indicators from order and supply volumes to serve 
as the initial features of the suppliers’ capacity and stability

STGNN Encoder
We encode the prepared supplier sequence features               and dynamic 
propagation matrices                    to obtain representations in both spatial 
and temporal dimensions.         is the representation matrix in l-th layer at 
time t.       is the representation matrix in l-th layer at time t.

Loss Function
The loss function aims to minimize the negative correlation between risk 
sequences and allocation weight sequences to ensure high-risk assets receive 
low weight allocations.

Black-Litterman Predictor

We derive the Perspective Matrix  

and Error Covariance Matrix 

through a spatiotemporal fusion layer in the BL model, enabling parameter 
adjustments that reconcile historical data with future expectations to project 
optimal allocation solutions.

The optimization task at any time t aims to

Risk Matrix (Left) composed of the top and bottom 9 suppliers in 
ascending sort, with corresponding Allocation Weight (Right) and 
Perspective Matrix (Middle)

Hit Ratio@K(HR@K) and Mask Risk Expect (MRE), to more 
accu_x0002_rately and fairly evaluate the model’s performance.


